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A B S T R A C T   

The high dislocation density (ρd) in Fe-C and/or Fe-N martensite is known to be one of the main causes of its overall yield strength. Experiments indicate that the 
dislocation density and, therefore, the yield strength of martensite in low and medium C steels, follows a well defined behavior with respect to the background 
concentration of C (co). In the present work, we introduce a model based on the finding that the dislocation density after γ→α′ is sufficiently high to accommodate/ 
trap most of the available interstitials (C or N) within Cottrell atmospheres. We show that the number of interstitials trapped in Cottrell atmospheres scales with the 
interaction energy between the stress field of the dislocations and the C/N misfit tensor. The new model, which contains no free fitting parameters, shows that the 
dislocation density scales as ρd ∼ c1/4

0 , leading to an extremely good match with experiments across a wide range of C and N concentrations. Therefore, this model 
sheds light on the mechanistic origin of dislocation strengthening in Fe-C and Fe-N martensite.   

1. Introduction 

Martensitic steels, strengthened by interstitial solutes such as C or N, 
are usually characterized by a large yield strength which is achieved at 
limited cost. Therefore, they are irreplaceable structural materials across 
many industrial applications. The formation of martensite in steels is 
obtained by the rapid cooling (quenching) from the austenitization 
temperature to below the so-called “martensite start” temperature, and 
is characterized by some distinctive features. 

First, the transformation process involves nucleation and growth of a 
bcc/bct phase (α′ -Fe) from the high-temperature γ − Fe austenite phase 
(fcc) [1]. In the absence of auto-tempering, the fcc-bcc transformation is 
diffusionless, thus the interstitials are trapped in solid solution at con-
centrations much larger than thermodynamic equilibrium in α-Fe [2]. In 
the solid solution, the interstitial elements occupy the bcc octahedral 
(OH) sites [3,4]. 

Second, because of the crystallographic symmetries and large shape 
deformations that accompanies the phase transformation  [2,5], a hi-
erarchical microstructure forms  [6] (see Fig. 1a). A prior austenite grain 
is divided into packets consisting of the plates (laths) that share 
approximately the same habit plane. Each packet can be further sub-
divided into three blocks, each one consisting of laths from the same 
Bain group  [6,7]. A block consists of two sub-blocks, each one collecting 
laths of the same variant. Because of the large shape change that ac-
companies the γ→α′ transformation, the microstructure of lath 

martensite is characterized by a large dislocation density, typically in 
the order of 1014 − 1015m− 2. Such a high dislocation density was found 
to be dependent on the background concentration of C and N  [8–15]. 
However, while the magnitude of the shape deformation due to the 
transformation was found to be strongly dependent on the fcc to bcc 
lattice ratio [2,5], which is a function of the martensite chemical 
composition, a clear theoretical link between the dislocation density and 
C/N concentration is missing. 

Third, immediately after the γ→α′ transformation and/or during 
room temperature aging and auto-tempering, interstitials will diffuse 
towards the dense dislocation network, giving rise to “Cottrell atmo-
spheres” [17]. The migration of interstitials is a thermodynamic process 
enabled by the generally easy diffusion of C and N in the dislocation-rich 
martensite [18,19], and driven by the overall reduction in the total 
energy [20]. In other words, the high energy cost associated with 
interstitial elements in the solid solution will be minimized by their 
diffusion towards the attractive sites in the vicinity of dislocations. The 
formation and existence of Cottrell atmospheres in martensite has, ever 
since, been experimentally confirmed by several independent groups 
[21–24]. Using atom-probe tomography (APT) in conjunction with field 
ion microscopy, Wilde et al. [21] identified C enrichment around dis-
locations in three different low carbon martensitic steels. They measured 
the concentration within the atmosphere to be in the order of 8 at% 
extending to a distance of ∼ 7 ± 1nm from the core. Similar results have 
been found on a different alloy (medium C - Mn steel) [24], whereby 
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combining ATP with radial integral method 113/1nm C atoms were 
counted within a 5nm radius region around the dislocation core. 
Atomistic modeling of Cottrell atmospheres, using a combination of 
Monte-Carlo and Molecular Statics simulations, have been carried out by 
Veiga et al. [25]. By using an EAM Fe-C interatomic potential [26], that 
reproduces reasonably well the DFT symmetric and compact screw 
dislocation core and Fe-C and C-C interactions, they were capable of 
modeling the concentration of C around the core with reasonable ac-
curacy compared to the experiments. 

Overall, these findings suggest a specific correlation between the C/ 
N concentration and (i) transformation strain magnitude, (ii) the for-
mation of Cottrell atmospheres, (iii) the corresponding dislocation 
density, and (iv) the martensite microstructure (lath size). However, a 
fully derived mechanistic theory capable to describe this correlation is 
still missing. A recent progress, made by Galindo-Nava and co-workers 
[27], provided a simple model for estimating the dislocation density 
and lath size as a function of C concentration. However, the quantitative 
accuracy of the model is limited (see Section7 for more details) even 
though their predictions do follow general experimental trends. 

The reminder of the paper is organized as follows. Analytical 
methods and general thought process used in the manuscript are 
described in Section 2. In Section 3 we find the correlation between C 
concentration and transformation strain magnitude, and initial dislo-
cation density. Atomistic validation of the screw dislocation annihila-
tion immediately after γ→α′ transformation is presented in Section 4. In 
Section 5 we derive a closed form solution for calculating the final 

dislocation density as a function of the interstitials concentration and 
temperature. In Section 6 we compare the predicted size of the Cottrell 
atmosphere and the new model for dislocation density with the available 
experimental results. Implications of the new model are discussed in 
Section 7. Finally, our main results are reiterated in Section 8. 
Throughout the article, we use Cartesian coordinates with the axes 
labeled as xi (i = 1,2, or 3). The Einstein’s summation convention over 
repeated indices is used. 

2. Analytical methods 

Here, we deal with the problem of estimating dislocation density ρd 
versus C/N concentration by modeling the martensitic transformation 
through several distinctive steps:  

(i) We predict the magnitude of the γ→α′ in-situ transformation 
strain (i.e. shape deformation) as a function of the lattice 
parameter ratio r = afcc/abcc between fcc and bcc, which itself is a 
function of C/N concentration, by using the parameter-free 
crystallographic theory of martensite [2]. The calculated trans-
formation strain was shown to be approximately 60% for a wide 
range of C concentrations (0.01 < c0 < 0.6) wt% within the prior 
austenite. In other words, the magnitude of γ→α′ transformation 
strain is shown to be large (as expected) but weakly dependent on 
the C concentration within this range of compositions. 

Fig. 1. a) Schematic illustration of the hierarchical microstructure of lath martensite in the Fe-C(N) system. During the austenite to martensite transformation, prior 
austenite grains are divided into packets (dashed lines), which are further divided into blocks (solid lines within one packet). b) Every block can be divided into laths 
of the same variant [6]. c) Shape deformation m(1) of a single lath having the length dl and thickness dt . According to the martensite transformation theory  [2] the 
shape deformation acts close to to the lath length direction. Number of pile-up dislocations along a single slip plane is indicated by Nd while nslip represents the 
number of pile-up (slip) planes within a lath area. d) Atomic structure used for simulating a lath boundary. e) Dislocation structure along a low angle twist boundary 
between two laths. Image adapted from Echeverri Restrepo et al. [16] (Courtesy of Junbiao Lai). 
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(ii) The initial dislocation density ρini
d immediately after the γ→α′

transformation is then calculated assuming a linear distribution 
of dislocations on a slip plane [28–31]. The calculated ρini

d 
immediately after transformation is shown to be directly pro-
portional to the magnitude of the transformation strain, and 
therefore weakly dependent on the C concentration as well. More 
importantly, the calculated ρini

d is shown to be compatible with 
the dislocation density measured in medium and high C steels 
(c0≳0.3wt%), and generally larger than the dislocation density 
measured in low C steels (c0≲0.3wt%).  

(iii) Finally, starting from the initial dislocation density ρini
d , we show 

that the final dislocation density ρd will reduce to a value suffi-
ciently large such that most interstitial atoms are trapped by the 
Cottrell atmosphere while all the excess dislocations, formed 
upon transformation, are annihilated (ρd ≤ ρini

d ). The annihilation 
of excess dislocations immediately after γ→α′ transformation is 
more pronounced in low C steels due to weaker dislocation 
strengthening by C in solid solution. We tackle pinning of dislo-
cations by formation of Cottrell atmosphere by considering the 
interaction energy between the dislocation and the C/N misfit. 
The misfit tensor represents a volume and shape change of the 
host lattice (bcc lattice) when a single interstitial element is 
introduced, and the lattice is allowed to fully relax. The same 
concept has been successfully applied in various problems such as 
solute strengthening in fcc [32,33] and bcc metals [34], hydrogen 
embrittlement [35,36], and stress driven diffusion [37,38]. We 
then show that the number of C/N atoms trapped in Cottrell at-
mospheres NC scales with the interaction energy between a 
dislocation and the C/N misfit tensor, leading to a well-defined 
relationship between NC and the background concentration c0. 
The dislocation density ρd is then shown to be directly propor-
tional to C/N concentration and inversely proportional to NC. 

The closed-form solution for ρd is derived and the model is validated 
against experiments, obtaining an excellent agreement. The new model 
captures the scaling of the dislocation density with the C/N concentra-
tion. Finally, the model is used to clarify the experimental correlation 
between the C concentration and martensite lath size and strength. This 
problem is addressed by using a bottom-up approach, where the 
macroscopic properties of martensite are derived by working out the 

interaction of dislocations with surrounding point defects/solutes. 

3. The role of the transformation strain on the initial, 
metastable dislocation density of martensite 

The parameter-free theory of martensite crystallography [2] enables 
to predict the full shape deformation tensor P(1) of lath martensite as a 
function of the fcc/bcc lattice parameter ratio r = afcc/abcc and the 
fcc/bcc orientation relationship. The shape deformation is an 
invariant-plane strain which can be written in the form 

P(1) = I + m(1)s(1) ⊗ n(1) (1)  

where I is the second order identity tensor, m(1) is the shape deformation 
magnitude, s(1) the transformation direction and n(1) the habit plane 
normal. The shape deformation magnitude m(1) in Eq. (1) is 

m(1) = λmax − λmin (2)  

where λmax and λmin are, respectively, the largest and the smallest ei-

genvalues (principal stretches) of U =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

[P(1)]
T ⋅P(1)

√

. The intermediate 

eigenvalue of U equals 1 because P(1) is an invariant-plane strain. 
Operationally, U is computed by using the decomposition 

P(1) = RΔ⋅R⋅B⋅P(3)⋅P(2) (3)  

where RΔ (far-field micro-rotation) and R (rotation associated with the 
orientation relationship at the interface) do not affect U and hence m(1), 
as it can be verified easily by substitution of Eq.  (3) in the expression of 
U. P(3) is a lattice-invariant shear deformation that is carried by an array 
of interface screw dislocations, and its magnitude is such that the in-
termediate eigenvalue of U is unity. B is the “Bain strain” deformation 
tensor, which can be expressed in matrix form as 
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(4)  

and hence depends solely on the lattice parameter ratio r. Finally, P(2) is 
a second set of lattice-invariant shears, the magnitude of which depends 
explicitly on the orientation relationship at the interface, which is 
indicated by a misorientation angle φ between Kurdjumov-Sachs and 
Nishiyama-Wassermann. Therefore, the shape deformation magnitude 
depends solely on φ and r. It has been shown that, in low-C steels, φ ≃ 2.
5∘ [39]. We can therefore predict m(1) as a function of r only. 

In low-C steels, r = afcc/abcc is calculated using the experimentally 
measured lattice parameters of α − Fe and γ − Fe versus C concentration 
and temperature [40] expressed in the empirical form as 

afcc(T, cwp
0 ) = (0.36306nm + 0.00078nm⋅cwp

0 )×
[
1 + (24.9 − 0.5⋅cwp

0 )⋅10− 6⋅(T − 1000K)
/

1K
] (5a)  

abcc(T) = 0.28863nm⋅
[
1 + 17.5⋅10− 6⋅(T − 800K)

/
1K

]
(5b)  

where cwp
0 is the C concentration expressed in the weight percent, and T 

is the temperature in K. We focus on C since there are more available 
data, yet the analysis is general and applies to N as well. As for the 
temperature effect on r, we use the martensite start temperature (Ms) 
which is also a function of the C concentration. Fig. 2 shows Ms as a 
function of the C concentration calculated using the commercial soft-
ware Thermo-Calc [41]; the well-known linear reduction of Ms with 
increasing C is obtained. We now calculate the magnitude of γ→α′

transformation strain m(1) as a function of r and C concentration 

Fig. 2. Martensite start temperature (Ms) (solid red line) and magnitude of the 
transformation strain m(1 (dashed blues line) as a function of the C concen-
tration in wt % or fcc to bcc lattice parameter ratio r = afcc /abcc = f(c0,Ms). 
(For interpretation of the references to colour in this figure legend, the reader is 
referred to the web version of this article.) 
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0.001 < c0 < 0.6wt% (see Fig. 2), and reveal a couple of interesting 
features. 

First, Fig. 2 shows a very large magnitude of the transformation 
strain (m(1) ≈ 60%). Second, although m(1) is large as anticipated, it is 
weakly dependent on the C concentration within contents relevant to 
lath martensite. The transformation strain m(1) is accommodated by the 
initial dislocation network, the density of dislocations which is indicated 
as ρini

d . To connect C concentration and dislocation density due to the γ→ 
α′ transformation, we compute ρini

d due to m(1) by using the method of 
linear distribution of dislocations  [28–31]. Thus, we consider a slip 
plane embedded within an isotropic single crystal (the martensite) of 
size d and parallel to the x1 − x3 plane such that the slip plane normal 
points into the x2 direction and the dislocation line is aligned with the x3 

direction. The γ→α′ transformation generates a distribution of disloca-
tions on the slip plane (see Fig. 1c)) having line density D(x1) (number of 
dislocations per unit line). The dislocation array is in equilibrium when 

τd + Δτ = 0 (6)  

where τd is the dislocation back-stress, while Δτ = τext − τf (τext > τf ) is 
the difference between an external shear stress τext , and the stress τf 

arising from the dislocation strengthening by C/N in either solid solution 
or in Cottrell atmosphere. Note that τf is not limited to interstitial ele-
ments and can also include the effects of substitutional solutes like e.g. 
Si, Mn, Ni. The origin of τext can be related to either the thermodynamic 
driving force for γ→α′ transformation, and/or residual stress in the 
newly formed martensite. Here, we consider Δτ constant and show that 
the resulting dislocation density is independent of it if m(1) is known; 
therefore, we do not discuss further its detailed description. The dislo-
cation back-stress due to D(x1) is then [31] 

τd = M
∫ d/2

− d/2

D(η)
x1 − η dη (7)  

where M = μb/2π for screw dislocations, M = μb/2π(1 − ν) for edge 
dislocations, and d is the length of the dislocation pile-up, which is 
commonly associated with the material grain size. For the problem 

considered here, d can be envisioned as the lath length (d = dl), since 
according to the theory of martensite transformation m(1) is predomi-
nantly a shear acting along the lath habit plane close to the lath length 
direction (see Fig. 1c). Furthermore, b, μ and ν are Burgers vector, shear 
modulus and Poisson’s ratio, respectively. Solving the integral Eq. (7) 
for D(x1) yields  [29] 

D(x1) =
Δτ

πM
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(

dl
2x1

)2
− 1

√ (8)  

when D(x1) is unbounded at x1 = − dl/2 and x1 = dl/2. Thus, inte-
grating the line density (Eq. (8)) between − dl/2 < x1 < dl/2 [29,31] 
yields the total number of dislocations (see Fig. 1 c)) 

Nd = 2
∫ dl/2

0
D(x1)dx1 =

Δτdl

πM
(9)  

which leads to [31] 

γslip = b
∫ dl/2

− dl/2
x1D(x1)dx1 =

Δτbd2
l

8M
=

π
8

Ndbdl. (10)  

Multiplying γslip by the number of pile-up layers nslip in a lath area S =

dldt , dt is lath thickness (see Fig. 1 c)), leads to the following connection 
between transformation strain, total slip and dislocation density: 

m(1) =
nslip

S
γslip =

π
8

ρini
d bdl, (11)  

which yields the dislocation density as 

ρini
d =

nslip

S
Nd =

8
π

m(1)

bdl
(12)  

With no free fitting parameters, Eq. (12) provides the correlation be-
tween the transformation strain magnitude, lath length and dislocation 
density, and it is the first main result of this paper. 

A similar result can be derived using a simple geometrical estimate 
(see Fig. 1c)) which shows that for a single, unconstrained crystal that is 
free to deform, m(1) = Nb

dt 
where N = Ndnslip is the total number of dis-

locations. Since ρini
d = N

S and S = dtdl, then 

ρini
d =

m(1)

bdl
(13)  

which differs from Eq. (12) by a factor of 8/π. This means that, in order 
to accommodate the same plastic deformation due to a (shear) trans-
formation strain m(1), the dislocation density in a constrained crystal 
(with rigid grain boundaries) is larger than the dislocation density in a 
crystal that could freely deform (the dislocations can freely glide 
through the grain boundaries). We therefore conclude that the actual 
initial dislocation density is between the free deforming crystal and the 
crystal with rigid boundaries, hence m(1)

dlb ≤ ρini
d ≤ 8

π
m(1)

dlb . Thus, the free 
deformation and rigid grain boundaries set the two bounds for the initial 
dislocation density. We envision that the rigid boundary limit might be 
closer to reality, since lath boundaries are characterized by a dense 
network of misfit dislocations, and possibly secondary retained phases 
(austenite, or carbides) that might hinder slip transfer. 

Interestingly, we notice the similarity of Eqs. (11) and (13) with the 
Orowan equation γ̇ = ρdbv, where γ̇ is the strain rate and v is the 
dislocation speed. It is easy to see that time differentiation of Eq. (11) 
leads to the Orowan equation where v = const can be envisioned as the 
time needed for a single dislocation to travel the mean slip length equal 
to either πdl/8 or dl (constrained vs free crystal, respectively). 

The dashed and dotted purple lines in Fig. 3 show ρini
d calculated as a 

function of the m(1) (or C content) and using Eqs. (12) and 13, respec-
tively. Since the lath length is usually not reported in the literature, we 

Fig. 3. Dislocation density immediately after γ→α′ transformation ρini
d calcu-

lated using dl = 10 × 0.25μm = 2.5μm with Eqs. (12) and 13 (purple dashed 
and dotted lines, respectively). The final dislocation density calculated using 
Eq. (19) (red solid line) at T = 300K as a function of the C concentration in Fe-C 
martensite. Results are compared against the available TEM based measure-
ments of dislocation density [8–14] and with the recent model of Galindo-Nava 
et al. [27] (black dashed-dotted line). (For interpretation of the references to 
colour in this figure legend, the reader is referred to the web version of 
this article.) 
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estimate it using the typical lath thickness across the range of C con-
centrations (dt ≈ 0.25μm, see Fig. 11) and we multiply it by a factor of 
10 leading to dl ≈ 10dt ≈ 2.5μm, which is consistent with transmission 
electron microscopy (TEM) micrographs [42]. The estimated ρini

d (see 
Fig. 3) points to several interesting observations. First, the shape change 
due to martensite formation leads to a large dislocation density, as ex-
pected; ρini

d ∼ 2.54⋅1015 1/m2 when calculated using Eq. (12), and ρini
d ∼

0.99⋅1015 1/m2 when calculated using Eq. (13). Essentially, the two 
calculated values for ρini

d are an upper and lower bound, as already 
indicated above. Second, ρini

d increases with increasing C content, which 
is a direct consequence of m(1). Third, while ρini

d increases with C content, 
its change is rather weak because m(1) is weakly dependent on C. Fourth, 
using Eq. (12) for calculating ρini

d leads to a generally better prediction 
compared to the experiments in lath martensite, especially for c > 0.1wt 
% of C (see Fig. 3); therefore, the experimental measurements tend to be 
closer to the upper bound on ρini

d suggesting that the assumption of rigid 
grain boundaries is closer to the real conditions. This conclusion is 
physically sound because, unlike the free deforming crystal, the rigid 
grain boundary approximation can be envisioned as a grain constrained 
by a surrounding material. Finally, the calculated ρini

d (Eq. (12)) is 
generally bigger than the measured one, and most importantly, its 
dependence on C content does not follow the experimental trend in low 
C martensite (see Fig. 3). At first, this result appears to be significantly 
off even though Eq. (12) is robust and depends solely on basic material 
properties. We therefore argue that dislocations created after the γ→α′

undergo (i) dislocation annihilation and (ii) dislocation pinning by 
formation of Cottrell atmospheres. Dislocation annihilation is expected 
to occur since a large fraction of dislocations are of screw character 
[43]. Furthermore, this process is expected to be more pronounced in 
low-C martensite due to weak strengthening by C in solid solution. The 
dislocation pinning by Cottrell atmospheres is enabled by a very fast 
diffusion of C and/or N towards dislocations in dislocation-rich 
martensite  [19]. Both processes are driven by the reduction of the 
total energy and can occur at finite temperatures (i.e. room temperature 
annealing). We discuss the implication of dislocation annihilation due to 
annealing on the dislocation density in the next Section. 

4. Atomistic modeling of screw dislocation annihilation in α −

iron 

A tendency for thermally activated dislocation annihilation during 
tempering  [14,44], plastic deformation  [45–47] and creep  [12,48] has 
been observed experimentally by several independent groups. However, 
the experimental basis for dislocation annihilation immediately after γ→ 
α′ transformation is not available. To provide validation to our 
assumption on annihilation of screw dislocations, we employ classical 
molecular dynamics (MD) simulations. More specifically, we model the 
effect of initial dislocation density and C concentration on screw dislo-
cation annihilation at finite temperatures. Fe-C interactions are 
described by using the EAM potential developed by Becquart et al. [26]. 
A single bcc-Fe crystal is generated and oriented with x1 = [1 2 1], x2 =

[1 0 1] and x3 = [1 1 1]. Then, a quadrupole of screw dislocations, 
having the dislocation line ξ along x3 and Burgers vector b = [0, 0, b]T 

or b = [0, 0, − b]T, is inserted in the simulation box by imposing the 
anisotropic displacement field for each dislocation separately (see Eq. 
(A.2)). The system is relaxed to recover lattice periodicity in all three 
directions. Since the dislocation density can be related to average 
dislocation spacing via ρini

d = 1/l2, we model ρini
d by keeping the fixed 

number of dislocations (four) and by changing both the simulation box 
size in x1 and x2 directions and hence the spacing between the dislo-
cations. The size of the simulation box along x3 direction is kept constant 
and equal to 6 Burgers vectors. Finally, to simulate the effect of C con-
centration on dislocation annihilation, we insert a different number of C 
atoms into the simulation box leading to concentrations within the range 
cac

0 = 0.2 − 6 at.%. Classical MD simulations are run for 1ns with a 
Langevin thermostat  [49,50] (damping factor of 0.1ps) in a NVE 
ensemble at 725K. The simulated temperature corresponds to the Ms 
temperature in medium C steels (see Fig. 2). At a given dislocation 
density, we perform between 25 and 50 simulations at different C con-
centrations, leading to a total of 280 MD simulations. 

The results presented in Fig. 4 confirm our main assumption, that 
dislocations can easily annihilate at low C contents. Figure 4a) shows the 
competition between the dislocation annihilation (purple circles) and 
dislocation pinning (yellow circles) as a function of the C concentration, 

Fig. 4. a) Competition between screw dislocation annihilation (purple circles) and dislocation pinning (yellow circles) as a function of C concentration in solid 
solution and initial dislocation density. b) Annihilation time as a function of the C concentration for three different levels if the initial dislocation density. The results 
are obtained using Molecular dynamics simulations with Fe-C EAM interatomic potential [26]. (For interpretation of the references to colour in this figure legend, the 
reader is referred to the web version of this article.) 
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and the initial dislocation density after (t = 1ns). First, with reduction of 
the C concentration, and with increase of the initial dislocation density, 
the dislocation annihilation is more likely to occur. The phenomenon of 
dislocation annihilation is driven by the easy cross-slip of screw dislo-
cations, which dominate low-alloyed bcc metals such as martensite in 
steel [43]; in other words, the quadrupole screw dislocation structure is 
unstable, and it can change towards a lower-energy structure at finite 
temperature. Second, at a given initial dislocation density and simula-
tion time of 1ns, there is a transition concentration at which dislocation 
annihilation is less likely to occur (see Fig. 4 and change from purple to 
yellow color); the transition concentration reduces with the reduction of 
the initial dislocation density, as expected. However, at longer time 
scales, that match more closely with the experimental martensite for-
mation, it is reasonable to expect that the transition zone is shifted to-
wards the higher C concentrations. Third, using the Fe-C EAM potential 
[26] we find that the annihilation of excess dislocations is an extremely 
fast process (t < 1ns) and it is therefore very difficult to observe 
experimentally. To gain more insight into the dislocation annihilation 
rate, we examine the annihilation times for three different levels of the 
initial dislocation density ρini

d (see Fig. 4b). At a fixed C concentration, 
the annihilation of dislocations occurs at a much faster rate as ρini

d is high, 
and vice-versa, as expected. A similar trend can be also associated with 
the reduction of the C concentration which generally leads to a shorter 
annihilation times. However, we do observe a more significant data 
scattering which is a direct consequence of the randomness of the initial 
dislocation-C structure. Finally, for the simulation time used here, we do 
not observe the formation of Cottrell atmosphere suggesting that this 

process takes longer time compared to the annihilation of dislocations. 
However, as the annihilating rate slows down with the reduction of the 
dislocation density, the formation of Cottrell atmospheres takes place in 
the later stage of the process. 

Despite the lack of experimental observations, the MD results pre-
sented here clearly suggest that annihilation of the initially high dislo-
cation density is very likely to occur. As already pointed out above, the 
process of dislocation annihilation is more likely to occur at lower C 
concentrations and high dislocation densities. Therefore, we conclude 
that the deviation between Eq. (12) and the experiments for low C steels 
is a consequence of the dislocation annihilation. In the next Section, we 
show that the final dislocation density in lath martensite is primarily 
controlled by the number of interstitial atoms (C or N) trapped by dis-
locations (Cottrell atmospheres). Therefore, the problem is controlled by 
the (long-range) interaction of individual dislocations with interstitial 
solutes. 

5. Model for dislocation density in martensite 

5.1. Connection between C content and dislocation density 

Consider a representative unit cell of a material with volume V = l×
2l× L, where l and 2l represent dimensions in the x1 − x2 plane, while L 
is the thickness along the x3 axis, aligned with the dislocation lines. 
Since we focus on individual dislocations, the boundary conditions are 
chosen to be periodic along all three directions. We then assume that the 
representative volume V has undergone an instantaneous phase trans-
formation from austenite to martensite (γ→α′ ). Immediately after the 
transformation, the interstitial solutes are randomly distributed in the 
matrix since the γ→α′ transformation is diffusionless [2,51]; in other 
words, the probability of finding an interstitial in an OH site immediately 
after the γ→α′ transformation is equal to the average C concentration c0 
(see Fig. 5b). The above assumption is reasonable since the dislocation 
density in the parent austenite can be neglected due to the high auste-
nitization temperatures. The number of interstitial atoms in the repre-
sentative volume V is 

Ni = 6c0
V
a3

0
= 6c0

2l2L
a3

0
(14)  

where 6 is the number of OH sites in a unit cell (bcc) and, c0≪1 is the 
background atomic fractional occupancy of an interstitial site and it is 
related to the background atomic concentration caf

0 via c0 = caf
0 /3 (”af” 

stands for atomic fraction). Furthermore, the γ→α′ transformation leads 
to the formation of an initial dislocation structure with density ρini

d (see 
Section 3 and dashed purple line in Fig. 3). For the sake of simplicity, we 
assume that the initial distribution of dislocations can be modeled as a 
periodic lattice of dislocation dipoles with dislocation lines ξ lying along 
x3. We used the similar structure in Section 4 since it enables energy 
reduction through the cross slip annihilation mechanism. Note that one 
dislocation array of the same sign corresponds to the structure studied in 
Section 3; those dislocations can be envisioned to belong to one slip 
plane. Figure 5a shows a schematic representation of the domain in 
which every unit cell contains a dislocation dipole. Within the adopted 
dislocation structure, every unit cell can be divided into two sub-unit 
cells (l × l × L) containing a single dislocation, leading to the corre-
sponding initial dislocation density ρini

d = 1/l2ini for the initial dislocation 
separation l = lini. The total energy of the volume V is: 

E1 = Ed(lini) + Eimg(lini) +
∑Ni

i=1
Ei (15)  

where Ed is the elastic energy due to the dislocation dipole in the unit 
cell, Eimg is the interaction energy between the dipole and all the peri-
odic images, and 

∑Ni
i=1Ei is the sum of the excess energy due to the lattice 

Fig. 5. a) Periodic dislocation structure with average spacing between the 
dislocations l, and the corresponding dislocation density ρd = 1 /l2. b) Sub-unit 
cell of size l × l immediately after austenite to martensite transformation. 
Interstitial atoms are randomly distributed in solid solution and the probability 
of finding one of them is equal to the background concentration. c) Distribution 
of interstitials within a Cottrell atmosphere of size lC after diffusion of in-
terstitials towards dislocation takes place. 
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distortions caused by the interstitial solutes. The periodic image inter-
action between the point defects can be safely neglected (i) because c0≪ 
1 and (ii) due to the short range nature of the point defect stress field (∼
1/x3) (x distance from the point defect). In addition, the interaction 
energy between a dislocation and the interstitials equals zero due to the 
random distribution of solutes and the symmetry of the stress field: thus, 
the mean interaction energy is zero [32,52]. 

At this point, there is a high energy cost associated with E1 due to (i) 
the very high initial dislocation density ρini

d (formed upon γ→α′ trans-
formation), and (ii) the big lattice distortions caused by the interstitial 
elements (C or N, see Table 1), which are in solid solution at concen-
trations well above the saturation value for α-Fe. The high total energy 
E1 is then minimized in low-C steels by the two distinctive phenomena: 
(i) annihilation of dislocations by cross-slip, followed by (ii) diffusion of 
interstitials towards the attractive OH sites around the dislocation, 
leading to the formation of Cottrell atmospheres. The first phenomenon 
is driven by the easy cross-slip of screw dislocations as suggested by MD 
simulations in Section 4. The second process is enabled by the reduced 
annihilation rate at lower ρini

d (see Fig. 4b)) and it is driven by the long- 
range interactions between the dislocations and interstitials. The anni-
hilation process is then completely stopped due to dislocation pinning by 
the newly formed Cottrell atmospheres. Therefore, the final total energy 
reaches local equilibrium (see Fig. 5c) 

E2 = Ed(l) + Eimg(l) +
∑Ni

i=1
Ei − 2

∑

j, k
Eb

(
xj

1, xk
2

)
(16)  

where Eb is the contribution of the dislocation-solute interaction energy, 
where the factor 2 is due to the dislocation dipole. The interaction en-
ergy between the dislocation and a solute positioned at (x1, x2) with 
respect to the dislocation line is calculated as 

Eb(x1, x2) = − σd
ijΩij (17)  

where σd
ij is the dislocation stress tensor at (x1, x2) (see Appendix A) 

while Ωij is the solute misfit tensor. Note that both the stress and the 
misfit tensor need to be expressed with respect to the same coordinate 
system when Eb is evaluated. From a thermodynamic point of view, for a 
solute atom sitting at a position (x1, x2) with respect to the dislocation 
core, a positive interaction energy indicates a reduction in the total 
energy compared to the system in which the solute is far from the 
dislocation. A detailed derivation of Eq. (17) is given in Appendix A. 

After relaxation, the interaction term is nonzero because the inter-
stitial atoms are biased towards the positive (attractive) OH sites. The 
term “equilibrium” used above does not correspond to the thermody-
namic equilibrium of α − Fe, but rather to a local energy minimum 
achieved by the formation of Cottrell atmospheres. 

The diffusion of the interstitials towards the dislocation occurs 
immediately upon quenching (auto-tempering) and/or during room- 
temperature (low-temperature) aging, as confirmed experimentally 
[21]. As a result, the final energy state corresponds to the dislocation 
density ρd ≤ ρini

d that is sufficiently large to capture most of the excess 
interstitial elements in solid solution to the Cottrell atmospheres of size 
lC (see Fig. 5c). In other words, due to dislocation annihilation, the en-
ergy E1 is minimized with respect to l, l > lini until all the interstitials are 
trapped within lC. By taking L = ζ = b and using mass conservation, the 
above minimization yields 

NC =
6fc0l2b

a3
0

(18)  

where NC is the number of interstitial atoms captured by the Cottrell 
atmosphere, and f is an experimental correction coefficient for the 
fraction of interstitials that stays in the solid solution. A reasonable es-
timate is f = 0.8, based on the experimental finding that approximately 
20% of the interstitials do not to diffuse towards the dislocations [21]. 
Using l2 = 1/ρd, and c0 = caf

0 /3, 

ρd = 1.6
caf

0 b
NCa3

0
(19)  

which is the relation that enables calculating the dislocation density in 
interstitially strengthened martensite. This is the second main result of 
this article. Additional minimization of the total energy due to cross-slip 
annihilation, and therefore reduction in the dislocation density, might 
be possible either because of reduced diffusivity of interstitials (slower 
formation of Cottrell atmospheres), by precipitation of cementite or by C 
enrichment of retained austenite [53], which are not considered here. 
Therefore, Eq. (19) is an upper bound for the dislocation density, since it 
is based on the assumption that all remaining dislocations in the laths 
are fully saturated with interstitials. 

Finally, a significant fraction of interstitials also diffuses towards the 
lath boundaries in lath-martensite. However, the above simple disloca-
tion structure remains valid, since the low-angle lath boundaries are 
usually of the twist character [54] and, therefore, the lattice mismatch 
between them is most likely accommodated by screw dislocations, as 
confirmed by detailed atomistic simulations [2]. In other words, the 
model presented here applies to both cases, since it does not differentiate 
between the dislocations along the lath boundaries and the dislocations 
within the laths. To validate this assumption we have performed mo-
lecular statics simulations of low angle twist boundary between neigh-
boring laths. 

To show that even in absence of retained austenite the lath boundary 
structure reflects that of a screw dislocation network, we employ mo-
lecular statics simulations following Refs. [55,56]. Computational de-
tails are provided in Appendix B. Figure 1e demonstrates that the lath 
boundaries are indeed composed of the dislocation network and as such 
they play a role in the total dislocation density and diffusion of in-
terstitials towards them. This is consistent with TEM analysis by Sandvik 
and Wayman [43], who image screw dislocations network which could 
be either within the laths or at lath boundaries. 

The above analysis showed that NC and ρd are intimately coupled 
through the background concentration of interstitials. In the following 
section we model the temperature-dependent interstitials concentration 
around dislocations, which is a crucial step to derive the expression for 
NC as a function of the interaction energy between dislocations and the 
interstitials. 

5.2. Modeling Cottrell atmospheres in martensite 

Once Cottrell atmospheres are formed around the dislocations, the 
probability of finding a solute atom in a lattice site i is not equal to the 
background concentration. In fact, there will be a concentration 
gradient around the dislocation that scales with the gradient of the 
interaction energy between the dislocation and the interstitials. For a 
dislocation positioned at the center of our reference system (x1, x2 = 0)
and dislocation line ξ along x3, the probability of finding an interstitial 
at the position (x1, x2) in an OH site (that is, the local concentration of an 
OH site at (x1,x2)) can be estimated by using the Fermi-Dirac statistics 
[25,57,58]: 

c(x1, x2)

1 − c(x1, x2)
=

c0

1 − c0
exp

(
Eb(x1, x2)

kBT

)

(20) 

Table 1 
Calculated misfit tensors of C and N in α − Fe. The computational details are 
given in Appendix Appendix C. The units of the misfit tensors are expressed in 
Å3.   

Ω11 Ω22 Ω33 ΔΩ 

C -0.55 -0.55 11.45 10.34 
N -0.13 -0.13 11.07 10.81  
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where c0≪1 is the background atomic fractional occupancy of an 
interstitial site and it is related to the background atomic fraction via c0 

= caf
0 /3; caf

0 with the factor 3 corresponding to three OH sites per one bcc 
lattice site. Even though c0 represents the background concentration of 
interstitials far from the dislocation, in this case it can also be envisioned 
as the concentration of interstitials in one unit cell (see Fig. 5) since the 
size of Cottrell atmosphere lc is much smaller than the average spacing 
between the dislocations l = 1/ ̅̅̅̅̅ρd

√ (see below). Therefore, c0 takes the 
same value in both Eqs. (18) and (20). The relationship between the 
atomic and weight concentration cwf

0 (“wf” stands for weight fraction) of 
interstitials can be expressed as caf

0 = w cwf
0 , where w is the weight factor 

which depends on the atomic weight of interstitials (e.g. w ≈ 4.526 for C 
in Fe-C systems). Eb(x1, x2) is the interaction energy between the 
dislocation and an interstitial atom, kB is the Boltzmann constant and T 
is the temperature. Due to lattice periodicity along the dislocation line, 
the results computed using Eq. (20) can be inverted to determine the 
per-site equilibrium concentration 

c(x1, x2) =
c0exp

(
Eb(x1 ,x2)

kBT

)

1 + c0exp
(

Eb(x1 ,x2)
kBT

). (21)  

For an OH site at the position (x1, x2) with respect to the dislocation 
core, Eq. (21) indicates a higher probability of being occupied than c0 if 
Eb(x1,x2) > 0, and lower probability than c0 if Eb(x1,x2) < 0. 

Equation (21) holds if the C-C or N-N interactions are neglected. This 
is usually the case at distances sufficiently far from the dislocation core, 
where modest interaction energies between the dislocation and in-
terstitials lead to a local concentration slightly larger than c0. However, 
Eq. (21) is not valid close to the dislocation core; as a result of the large 
dislocation-interstitial interaction energies, the equation shows that all 
OH sites close to the dislocation would be ∼ 100% saturated. Taking the 
interaction energy between C and a dislocation in α − Fe as an example 
(Eb ≈ 0.4eV in the core computed using Fe-C potential [26]) and at a 
temperature T = 300K, Eq. (21) suggests that positive OH sites are 
99.9% occupied within a distance r = 2b from the dislocation core; in 
other words, there will be three C atoms per Fe atom within r = 2b. Such 
a concentration, which is 16 times higher than the concentration of C in 
cementite, is unrealistic and, to the best of the authors’ knowledge, has 
never observed experimentally. 

The C saturation concentration around both screw and edge dislo-
cations was determined by Veiga and co-workers using a combination of 

Monte-Carlo and Molecular statics simulations  [25]. Their results yield 
the saturation concentration of OH sites to be cd = 4% and cd = 6% 
around a screw and edge dislocation, respectively. Using this condition, 
Eq. (21) is modified to 

c(x1, x2) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

c0exp
(

Eb(x1, x2)

kBT

)

1 + c0exp
(

Eb(x1, x2)

kBT

), if c(x1, x2) < cd.

cd, if c(x1, x2) ≥ cd.

(22) 

With the mapped interstitial concentration around the dislocation, 
see Eq. (22), the number of interstitial atoms trapped by the Cottrell 
atmosphere is 

NC = 3
L
ζ
∑

i
c
(
xi

1, x
i
2

)
, − lC < xi

1, x
i
2 < lC (23)  

where 3 is the number of OH sites per Fe site, L is the dislocation line 
length along x3, lC is the extent of a Cottrell atmosphere from the core, 
and ζ is the distance between atomic sites having the same (x1,x2); ζ = b 
for screw dislocations and ζ = 2

̅̅̅
2

√
b for edge dislocations. The size of lC 

can be estimated using the same assumption as Cochardt and co-workers 
[20] in which the Cottrell atmosphere extends up to the point in which 
the dislocation-interstitial interaction energy is equilibrated by the 
thermal energy kBT, i.e. Eb = kBT. 

Equation (22) and (23) clearly show that the interaction energy map 
Eb = f(x1, x2) around a dislocation is of fundamental importance for the 
modeling of Cottrell atmospheres and the calculation of the number of 
atoms that they contain (NC). Since the size of the Cottrell atmosphere is 
expected to extend significantly further than the core size, we deduce 
that Eb = f(x1, x2) can be estimated using elasticity theory (see Eq. (17) 
and Appendix A). This final step will complete our analysis to enable the 
prediction of ρd ab-initio. 

5.3. C and N misfit tensors 

For the quantitative estimates of the model presented above (see 
Eqs. (19), (22) and (23)), we first calculate C and N misfit tensors by first 
principle methods. The results are presented in Table 1, while the 
calculation details are given in Appendix C. Comparing the entries of the 
two misfit tensors we find that C will lead to a slightly larger tetragon-
ality compared to N, as it has been demonstrated experimentally  [59]. 
We also note that the misfit volume ΔΩ = Ωii of N is slightly larger than 
that of C. However, this does not lead to a bigger strengthening effect of 
N since it is the tetragonal distortion which interacts with screw dislo-
cations. The effects of N on the martensitic microstructure have been 
investigated by Morito and co-workers [15]. 

The DFT calculated C misfit volume is roughly two times larger than 
the one computed using a state of the art Fe-C EAM potential [26,60,61]. 
Since Becquart’s potential was shown to reproduce well the interaction 
energies in the zones where the elasticity fails (the dislocation core), the 
difference found is expected to affect the long range interactions and it 
does not affect our estimates. 

Furthermore, in addition to C and N misfit tensors, we use screw 
dislocation stress field for calculating the interaction energy. Using the 
screw dislocation stress field in Eq. (17) is a natural choice because the 
yield strength in martensite is controlled by the long screw dislocations 
which are aligned with the < 111 > directions [62,63]. Dislocation 
stress field is estimated using anisotropic elasticity (see 
Appendix Appendix A) for which entries of the cubic stiffness tensor are 
computed using DFT (C11 = 291.4GPa, C12 = 163.4GPa and C44 =

96.1GPa). Finally, for all our calculations we rotate our crystal co-
ordinates such that x1 = [1 2 1], x2 = [1 0 1] and x3 = [1 1 1] and po-
sition the dislocation at the origin x1 = x2 = 0 with line direction and 
Burgers vector aligned to x3. 

Fig. 6. Size of the Cottrell atmospheres as a function of temperature in Fe-C 
martensite, predicted by using Eq. (24) and compared against the available 
experimental measurements [21,64]. The error bars of ±1nm are included for 
the results of Wilde et al. [21].  (For interpretation of the references to colour in 
this figure legend, the reader is referred to the web version of this article.) 
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6. Model validation 

First, we assess the accuracy of the model prediction of the Cottrell 
atmospheres size lC, which is computed as (see Eq. (A.14) and Section 
5.2) 

σd
ij(lC)Ωij = kBT. (24)  

Results are shown in Fig. 6, for Fe-C and Fe-N martensite as a function of 
the temperature T, computed using Eq.( 24) and the C/N misfit tensors 
(see Table 1). For both C and N, the size of lc = f(T) scales with ∼ 1 /T 
due to the nature of the dislocation stress field. The predicted lC is 
slightly larger in Fe-C than in Fe-N systems, because the predicted 
tetragonal distortion due to C is larger than the one due to N (see 
Table 1), and it is this distortion that interacts with the deviatoric stress 
field of the screw dislocation. The slightly larger volume misfit of N does 
not interact with the screw dislocation stress field and hence does not 

influence lC. More importantly, the calculated value for lC in Fe-C 
martensite at T = 300K is lC = 8nm, which falls within the experi-
mental bounds of Wilde and collaborators (lC = 7 ± 1nm) [21]. 

The agreement between our predictions and experiments justifies the 
assumption that Cottrell atmospheres extend up to the point where the 
interstitial interaction energy is balanced by the thermal energy kBT. 
However, our predictions are larger than earlier measurements by 
Chang et al. [64] which might be due to lower experimental accuracy, as 
pointed out by Wilde and co-workers [21]. Interestingly, our predictions 
are close to those by Cochardt et al. [20], in which the interaction energy 
between C and screw dislocation was estimate using the approximate 
value of the strain tensor of a α − Fe unit cell containing one C atom. The 
analysis presented here is more robust since the calculation of the 
interaction energy is based on Eshelby type analysis which is indepen-
dent of the actual cell size in which an interstitial is inserted. To the best 
of our knowledge, there are no experimental results for lC measured in 

Fig. 7. Calculated number of C atoms within a Cottrell atmosphere around a 
screw dislocation in martensite as a function of the nominal concentration of C 
cwp

0 (wt%) and temperature (see Eq. (18)). The values calculated correspond to 
a dislocation length of ζ = b. The black dashed line is a polynomial fit of the 
results computed using Eq. (23) .  (For interpretation of the references to colour 
in this figure legend, the reader is referred to the web version of this article.) 

Fig. 8. Calculated number of N atoms within the Cottrell atmosphere around 
the screw dislocation in martensite as a function of the N nominal concentration 
cwp

0 (wt%) and temperature (see Eq. (18)). The values calculated correspond to 
the dislocation length of ζ = b. The black dashed line is a polynomial fit of the 
results computed using Eq. (23).  (For interpretation of the references to colour 
in this figure legend, the reader is referred to the web version of this article.) 

Fig. 9. Dislocation density ρd calculated using Eq. (19) at T = 300K as a 
function of the C and N concentrations in Fe-C and Fe-N martensite. The solid 
green and dashed red line correspond to N and C, respectively. Results are 
compared against the available experiments [15] (blue diamonds and green 
diamonds for N and C, respectively). (For interpretation of the references to 
colour in this figure legend, the reader is referred to the web version of 
this article.) 

Fig. 10. Dislocation density in Fe-C martensite calculated using Eq. (19) (solid 
red line) versus experimental results measured using TEM  [8–14] (blue circles), 
XRD  [11,13,65–67] (black triangles), and neutron diffraction  [68] (green star) 
experimental techniques. . (For interpretation of the references to colour in this 
figure legend, the reader is referred to the web version of this article.) 
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Fe-N martensite. 
Next, we predict the number of C and N atoms trapped by a screw 

dislocation by using Eq. (23), as a function of the C/N nominal 

concentration cwp
0 (wt%) and temperature (wp = weight percent, wp =

100wf, wf = weight fraction). Limited experimental data, exclusively for 
Fe-C martensite, is available for model validation. By considering cap

0 =

0.85 at T = 300K in Eq. (23), there are 18 C atoms per [110] atomic 
layer along the dislocation line (L = 4nm). Again, our predictions are 
very close to the experimental results obtained by Wilde et al. who found 
21 ± 1 C atom per [110] plane [21]. In addition, Chang et al. [64] 
measured 15 C atoms per [110] plane, again in good agreement with our 
predictions. 

Figures 7 and 8 show that the number of C atoms trapped by a screw 
dislocation is slightly larger than the number of trapped N atoms. The 
reason is, again, the stronger screw dislocation-C interactions due to the 
larger tetragonal distortions in the misfit tensor. Furthermore, for both 
Fe-C and Fe-N, we find NC ∼ (cwp

0 )
3/4 for cwp

0 > 0.01 wt%, and a slightly 
different behavior (smaller slope) for cwp

0 < 0.01 wt%. The change in the 
slope suggests that for a given temperature, NC tends to converge to a 
particular value with reduction of the interstitial concentration. Such a 
behavior is a consequence of the very strong interaction close to the 
dislocation core which becomes dominant effect in NC at very low C/N 
concentrations. The well defined dependency of NC on the C/N nominal 
concentration for cwp

0 > 0.01 enabled us to derive two approximate 
solutions 

NC
C =

(
5500

T
⋅1K

)2

(cwp
0 )

3
4, cwp

0 > 0.01wt% (25)  

for Fe-C systems and, 

NN
C =

(
4750

T
⋅1K

)2

(cwp
0 )

3
4, cwp

0 > 0.01wt% (26)  

for Fe-N systems. In the above two equations, T is the absolute tem-
perature in Kelvins and cwp

0 is the nominal concentration in wt%. While 
Eqs. (25) and (26) are approximate, they are fitted using the well defined 
full solution for NC (see Section 5.2 and Eq. (23)). This is the third main 
result of this article. The NC = f(c0) dependence is due to the long range 
interactions between the dislocation and interstitials. For instance, 
taking the C-screw dislocation interaction in Fe-0.1wt%C martensite at 
T = 300K, along with DFT-computed C misfit tensor (see Table 1), we 
find that the saturation concentration extends up to ∼ 2.2nm from the 
core. Since the Cottrell atmosphere extends 8nm from the core, it is the 
long range interaction which controls the precise value of NC. 

Finally, we compare the predicted dislocation density ρd (Eq. (19)) 
with the available experimental measurements obtained using TEM. 
Comparison of the model with experimental results obtained using other 
techniques, such as XRD and neutron diffraction, is discussed in Section 
7. Figure 3 shows the the predicted dislocation density as a function of 
the C concentration at T = 300K, together with experiments from 
literature [8–14]. The model predictions are compatible with the ex-
periments across a wide range of C concentrations. With increasing of C 
concentration, we observe that ρd calculated using Eq. (19) converges to 
the value of the initial dislocation density ρini

d which depends on the 
magnitude of the shape deformation m(1) due to the transformation. 
Such a behavior is a consequence of the stronger dislocation strength-
ening by C in the solid solution which prevents the process of the 
dislocation annihilation (see Section 4). By using the approximate so-
lution for NC

C (Eq. (25)) in combination with Eq. (19), we find that ρd ∼

(cwp
0 )

1/4 for C/N concentrations above 0.01wt%. As a consequence, the 
new model for the estimation of the dislocation density captures the 
expected trend for ρd with increasing C concentration, including a rapid 
increase in ρd for small C concentrations 0.001 < Cwp

0 < 0.02 wt%, and 
curve flattening for C concentrations Cwp

0 > 0.02 wt%. These predictions 
outperforms the recent model of Galindo-Nava et al. [27], which un-
derestimates ρd at low C concentrations, and overestimates it 

Fig. 11. Lath size dt calculated using Eq. (27) (red solid line) at T = 300K as a 
function of the C concentration in Fe-C martensite. Results are compared 
against the available experimental results in Fe-C martensite [69,70,73] (blue 
squares, light blue diamonds and green circle, respectively). In addition, we 
compare our model to the recent model published by Galindo-Nava et al. [27] 
(black dashed line), and with the experimental results obtained in Si [71] and 
Cr [72] reach steels. (For interpretation of the references to colour in this figure 
legend, the reader is referred to the web version of this article.) 

Fig. A1. A dislocation with burgers vector b and dislocation line ξ along x3 axis 
in the vicinity of an interstitial solute (blue sphere) with identified associated 
eigenstrain tensor εT

ij within a volume Ω. The product Ωij = εT
ij Ω is a well- 

defined physical quantity called misfit tensor which can be computed using 
first principle calculations (see Section Appendix C). (For interpretation of the 
references to colour in this figure legend, the reader is referred to the web 
version of this article.) 

Table C1 
Calculated stress and misfit tensors of the systems Fe54C and Fe54N. Shear 
stresses are zero due to symmetry and are not shown here. The units of the stress 
tensors are in GPa, while the units of the misfit tensors are in Å3.   

σ11 σ22 σ33 Ω11 Ω22 Ω33 ΔΩ 

Fe54C -2.634 -2.634 -5.132 -0.55 -0.55 11.45 10.34 
Fe54N -2.846 -2.846 -5.178 -0.13 -0.13 11.07 10.81  
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significantly at higher C concentrations. A possible origin for this 
discrepancy is the effect of dislocation-C interactions, which were not 
included explicitly in Ref. [27], while constituting a key ingredient of 
the present model. The model of Galindo-Nava et al. [27] yields 
ρd ∼ (cwp

0 )
4/3, which is not confirmed by experiments. Possible impli-

cations are discussed in the next Section. 
The present model tends to be an upper bound for C concentrations 

up to Cwp
0 ≈ 0.4 wt%, as previously discussed. On the contrary, the 

model tends to be a lower bound for C concentrations Cwp
0 > 0.5 wt%. 

This trend is most likely associated with the martensite change from lath 
to plate microstructure: additional effects that might appear above 
∼ 0.5wt%, that are not included in this model (e.g. twinning, much 
thinner laths/higher density of interfaces), might lead to larger dislo-
cation densities. However, the model is still capable to provide a 
reasonable quantitative estimate within the experimental accuracy. This 
is the fourth main result of this article. 

We compare the model predictions for both Fe-N and Fe-C martensite 
with available experimental data  [15]. Note that due to limited avail-
able data on dislocation density in Fe-N martensite, and for the sake of 
experimental consistency, we compare our predictions with experi-
mental results published by Morito and co-workers only  [15] on both 
alloys. Figure 9 shows the calculated dislocation density at T = 300K as 
a function of N and C concentrations (solid green and dashed red line, 
respectively). The predicted dislocation density in Fe-N martensite is 
larger than that in Fe-C martensite. This trend is the result of the smaller 
interaction energy between the screw dislocation and N, which then 
leads to the smaller NN

C and therefore a larger dislocation density needed 
to trap all the N from the solid solution. This is, however, not reflected 
by experiments, which show, on the contrary, a slightly larger disloca-
tion density in Fe-C martensite. While the experimental data are limited 
to one reference with no available error bars, a possible reason for the 
discrepancy might be due a slower diffusion of N which then enables 
additional dislocation annihilation prior to dislocation pinning by Cot-
trell atmospheres. Further clarification remains to be addressed in the 
future. The predictions are again an upper bound, and the model pre-
serves the correct scaling of ρd with the N concentration. 

7. Discussion and implications 

The present model, which matches the experimental scaling, is based 
on the understanding that the initial large dislocation density in 
martensite is due to the shape deformation caused by the martensitic 
transformation. This shape deformation depends on the lattice param-
eter ratio r = afcc/abcc, which in turn depends weakly on the interstitials 
content for the concentration range of interest for lath martensite. The 
dependence of the dislocation density on the interstitial atoms concen-
tration is caused by the large interaction energy between interstitial 
solutes and dislocations, which play a key role in the processes that lead 
to energy minimization of the dislocation structure during (auto- 
tempering) or after (room-temperature annealing) quenching. The high 
energy associated with a large initial dislocation density ρini

d and the 
interstitial atoms trapped in solid solution will be relaxed by dislocation 
annihilation and formation of Cottrell atmospheres. Here, we assume 
that a local minimum is achieved in which the dislocation density ρd = 1 
/l2 yields a dislocation structure that is fully saturated with the inter-
stitial elements (C or N), trapped in Cottrell atmospheres. The statistics 
of solute concentration around the dislocation core is corrected to ac-
count solute-solute repulsion (see Section 5.2 and Eq. (22)). The number 
of interstitials trapped within the Cottrell atmospheres depends on the 
long range interactions between a dislocation stress field and an inter-
stitial misfit tensor Ωij. We have then demonstrated that ρd is directly 
proportional to c0 and inversely proportional to NC = f(c0). This 
observation yields a well defined dependency of the dislocation density 
on the background concentration of interstitials, yielding the scaling 

ρd ∼ c1/4
0 which is observed experimentally both for Fe-C and Fe-N 

martensite. The model matches very closely the experimental mea-
surements of the dislocation density in Fe-C, as a function of C 
concentration. 

The present model has some important implications, that go beyond 
the prediction of the dislocation density. First, experimental measure-
ment of dislocation density is an extremely challenging and time 
consuming process. Several different experimental techniques exist such 
as those based on line interception using TEM  [8–14], X-ray diffraction 
(XRD) method  [11,13,13,65–67], and neutron diffraction methods 
[68]. However, despite the fact that the dislocation density in Fe-C and 
Fe-N martensite is one of the most important contributions to its overall 
yield strength, there is still an open experimental debate about the ac-
curacy of each method (e.g. see discussion in Ref.  [67]). Figure 10 
shows the calculated initial Eqs. (12) and (13) and final (Eq. (19)) 
dislocation density along with the experimental results obtained using 
TEM, XRD and neutron diffraction method. Comparing the experimental 
results for a range of C concentrations we find that both XRD and 
neutron diffraction methods usually show much higher dislocation 
densities than those measured using TEM. While this discrepancy has 
been commented in a number of previous publications (for example, see 
Refs.  [11,45,67]), a clarification about the most reliable quantitative 
method is not provided. Using the model proposed here we find that for 
a range of C concentrations Eq. (19) matches very well the experimental 
measurements obtained using TEM. Since the model proposed here de-
pends on several material properties calculated from first principles, we 
conclude that TEM-based measurements might be the most reliable ones 
for the quantitative estimation of the dislocation density in martensite. 
However, the authors are aware that more experimental work is needed 
for a definitive confirmation of this implication. 

It is now well known that laths are the basic building blocks of the 
lath-martensite hierarchical microstructure [6]. Experiments show that 
the lath thickness dt depends on the background interstitials concen-
tration (e.g. C) [69–73]. Laths within a single block have a similar 
crystallographic orientation, and the boundary between them is close to 
twist character with an angle mismatch ranging between 1∘ and 5∘ [54]. 
Due to the approximately twist nature of the lath-lath boundaries, the 
lattice mismatch along the lath boundaries is accommodated by inter-
face dislocations which are, most likely, of screw character [[2]]. In the 
case in which thin films of austenite are retained at lath boundaries [53], 
which is due to increased C content or due to boundaries among laths 
from different variants (blocks/packets), the lath/retained austenite 
interface structure is still composed of a network of screw dislocations 
[2]. We can then conjecture that the C and N segregation to the lath 
boundaries is again driven by the long range interactions between their 
misfit tensor and the interface dislocations. Since our model does not 
differentiate between the interface and in-lath screw dislocations, we 
deduce that there should be a correlation between the dislocation den-
sity and the lath thickness/width. Note that this correlation holds since 
(i) the final dislocation density (Eq. (19)) depends solely on the number 
of atoms trapped by Cottrell atmosphere and the background concen-
tration of C, and (ii) the initial dislocation density (Eq. (12)) depends on 
the lath length dl and not on the lath thickness dt . Starting from the 
definition of dislocation density ρd = N/dldt, and assuming that the lath 
length dl and total number of dislocations N are constant yields 

dt =
N

dlρd(c0,T)
. (27)  

Using the lath thickness dl = 2.5μm as in the estimation for the initial 
dislocation density, and N = 700 which in this case is not derived but a 
fitting constant, and T = 300K, we calculate the lath thickness as a 
function of C concentration in Fe-C martensite. The assumed N = const 
can be envisioned as the constant energy contribution due to stored 
dislocations within the lath area S. In other words, reduction of the 
dislocation density will be manifested by increase in the lath width while 
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the total energy will be kept constant. Again, this conclusion is physi-
cally sounds because average increase in the lath thickness due to 
reduction of dislocation density caused by 1 minute long tempering has 
been observed by Swarr and Krauss  [73] (see Figs. 7 and 8 in ref.  [73]). 
Our predictions on dt are presented in Fig. 11 (red line) along with the 
experimental measurements and the recent model of Galindo-Nava and 
collaborators  [27] (black dashed line). Our model shows an excellent 
agreement with the well defined, low-C content range of Speich and 
Warlimont [69], carried out in Fe-C lath martensite. Our model also 
compares to other experimental results carried out by Hutchinson et al. 
[70] and Swar and Krauss [73] in Fe-C martensite. The mismatch at 
higher C content might be due to gradual changes in morphology, that 
occur around 0.6 wt%, and to an increased role of secondary phases such 
as retained austenite and carbides - not considered in this model. 

We now compare our model with the one derived by Galindo-Nava 

et al.  [27] in which the lath thickness is calculated as dlath = lC /

(caf
0 )

2/3 with lC = 7nm size of the Cottrell atmosphere (taken from the 
experiments), and caf

0 the atomic fraction of C. Figure 11 shows that the 
model in Ref. [27] does not capture the experimental trends in Fe-C. A 
possible reason for the discrepancy is the choice for the ad-hoc de-
pendency of the lath size on C concentration. On the contrary, the model 
in Ref [27]. matches well the experiments by Kim et al.  [71] and 
Ghassemi-Armaki et al.  [72], contrarily to the present model. The 
discrepancy between the present model and experiments at larger C 
might be due to secondary phases, as mentioned earlier, and to the 
specific steel grades tested in these two experiments, which have very 
high Si (which is also a carbide retarder and hence could help retaining 
austenite) and Cr contents, respectively. In these cases, the effect of 
additional alloying elements needs to be taken into account. 

The yield strength of Fe-C martensite is usually estimated using a 
semi-analytical microstructural model [1] 

σy(0.2%) = σHP + σC + σd (28)  

where σHP is the strengthening due to Hall-Petch effect, σC is the 
strengthening contribution due to interaction of C with the dislocations 
(C in solid solution and/or in Cottrell atmospheres), and σd = βMμb ̅̅̅̅̅ρd

√

is the strengthening contribution due to the dislocation density, where β 
= 0.2 − 0.4 is a scaling coefficient  [74], and M = 2.75 is the Taylor 
factor for bcc materials [75]. The present analysis sheds light on the 
strengthening contribution due to dislocation density, as a function of C 
concentration. According to the present model, ρd ∼ c1/4

0 (see Eq. (19)). 
By using this relationship in the relation for σd, we find σd ∼ c1/8

0 . Thus, 
after a rapid increase in σd with C (cwp

0 < 0.01), σd depends weakly on C 
cwp

0 > 0.01. This is a very interesting observation since it is known 
experimentally that the yield strength in low-C martensite scales as 
σy(0.2%) ∼ c1/2

0 . Therefore, we deduce that the observed martensite 
yield strength scaling with C is most likely controlled by strengthening 

of screw dislocations by Cottrell atmospheres. This is the topic of current 
research. 

Several extensions of the model presented here are necessary. First, 
in the current model we do not consider the kinematic effects related to 
C/N diffusion nor the effect of alloying elements on their diffusivity  [19, 
76]. It is expected, as Fig. 11 suggests, that alloying elements (e.g. with 
Si or Cr) affect C diffusion, the formation of dislocation substructures, 
and the dislocation density. Second, the current model suggests that ρd 
increases with increased T, since NC decreases (see Eqs. (23) and (25)). 
However, this might not be the case for higher temperatures since the 
available thermal energy will lead to the annihilation of dislocations, 
cementite precipitation and, therefore, lower dislocation density. The 
current model is expected to be be valid for T < 450K (low temperature 
tempering). Finally, the possible presence of interlath retained austenite 
films, which can play a key role in lath martensite plasticity [7,77], is 
not considered. C is expected to enrich these films. However, it has been 
shown that the retained austenite/lath interface consists of a network of 
screw dislocations [2] which can then be considered, as a first approx-
imation, as a part of the overall martensite dislocation density, and that 
can be as well strengthened by C segregation. 

8. Conclusions 

An elasticity model based on the interaction between the stress field 
of dislocations and the misfit tensor of interstitial elements has been 
proposed for modeling the size of Cottrell atmospheres and the number 
of interstitials trapped by the atmosphere NC. The misfit tensor of C and 
N is computed using first principle calculations. Using the results for NC 

we have derived a closed-form expression for ρd, which scales as ρd ∼

c1/4
0 (with c0 the C/N concentration). Two simplified closed form solu-

tions for NC and ρd were proposed. Finally, and most importantly, the 
current model sets a pathway towards a theory for predicting the 
strength of lath martensite as a function of the interstitial elements 
concentration. We will report on research examining these and other 
implications in the near future. 
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Appendix A. Interaction energy between dislocation and interstitials 

A1. Dislocation stress field 

According to linear elasticity, the components of the small strain tensor (ϵij) are related to the components of the displacement field (ui) by the 
compatibility condition ϵij = (ui,j + uj,i)/2, where (⋅),i denotes partial differentiation with respect to the Cartesian directions xi. The stress tensor itself 
relates to the strain tensor via the Hooke’s law σij = Cijklϵkl, where Cijkl is the elastic stiffness tensor. Since our study deals with dislocations, which are 
line defects aligned with specific crystallographic directions in a crystal, we generalize the analysis at the outset to anisotropic elasticity. In fact, we 
calculate the anisotropic factor A = 2C44/(C11 − C12) = 1.5 in α − Fe where entries of the cubic stiffness tensor are computed using DFT (C11 =

291.4GPa, C12 = 163.4GPa and C44 = 96.1GPa). Therefore, isotropic elasticity is not applicable to our case since macroscopic isotropic elastic 
properties only emerge in polycrystalline aggregates  [78]. 

We begin our analysis by inserting an infinitely long dislocation into an elastic anisotropic medium. The dislocation is inserted by making a cut on 
the x1 − x3 plane in the range ∞ < x1 < 0 (see Fig. A.12). The created dislocation is positioned at the origin (x1, x2 = 0) with the dislocation line ξ 
along the x3 axis. The displacement and stress fields need to satisfy the boundary conditions 
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ui(x1, + 0) − ui(x1, − 0) =
{

b, for x1 > 0
0, for x1 ≤ 0 (A.1) 

where b = [b1, b2, b3]
T is the Burgers vector. In addition, there are no remote applied tractions. The solution of this boundary value problem is  [79, 

80] 

ui =
1
π Im

{
A< f (zα)>DT}b (A.2)  

where A = [a1, a2, a3] and D = [d1, d2,d3] are complex-valued matrices composed of the eigenvectors ai and di. The angle bracket notation in Eq. (A.2) 
is used to represent the elements of a diagonal matrix in the following way: 

< f (zα) >= diag[f (z1), f (z2), f (z3)] (A.3)  

where 

f (zα)= lnzα (A.4a)  

zα = x1 + pαx2 (A.4b)  

while p = pα, A and D satisfy the following eigenvalue problem 

N
[

A
D

]

= p
[

A
D

]

. (A.5)  

In the previous equations, p = 〈pα〉 = diag[pα] are the eigenvalues defined in the Stroh formalism [81,82], and N is the fundamental elasticity matrix 
computed from the stiffness tensor aligned with a particular crystallographic orientation [79]. See Appendix A.3 for a more detailed derivation of N. 
The corresponding solution to the stress field is 

[σ11, σ21, σ31]
T
= −

1
π Im

{
DpΛDT}b (A.6a)  

[σ12, σ22, σ32]
T
=

1
π Im

{
DΛDT}b (A.6b)  

σ33 = −
1

S3333

∑

i,j∕=3
S33ijσij. (A.6c)  

where 

p = diag[p1, p2, p3] (A.7a)  

Λ = diag[1/z1, 1/z2, 1/z3] (A.7b) 

In the limit A⟶1, the above expression converges to the isotropic solution [52]. The elastic solution shown in Eqs.  (A.2) and (A.6) is general and 
applies for a dislocation line along x3, while the orientation of the stiffness tensor C and the Burgers vector b = [b1, b2, b3]

T follow a particular slip 
plane/system. 

Even though the above equations seem to be more complicated than their isotropic counterparts, their computation is straightforward by using 
standard programming libraries.1 More importantly, the anisotropic medium does not change the well-known 1/x long-range nature of dislocation 
fields  [31,83]. As already pointed out above in the text, the long range interactions are of crucial importance for an accurate description of the Cottrell 
atmospheres, and the calculation of ρd. 

A2. Elastic stress field due to solutes and their interaction with dislocations 

Solutes are point defects in a lattice. As such, they act as a source of elastic fields, and interact with external fields. We first consider the elastic fields 
generated by the insertion of a solute into an elastic medium. Even though the focus here is on interstitials (C and N), the analysis presented below is 
general and applies to both substitutional and interstitial solutes. 

Inserting a solute into a lattice site generates local changes in the electron density, inducing self-equilibrating distortions around it. Since these 
lattice distortions result from chemically driven inelastic displacements, these can be analyzed by using Eshelby’s inclusion method [83–85]. Here, the 
solute is treated as an inclusion having a volume Ω and undergoing an eigenstrain εT

ij . Assuming that there are no remote applied tractions, the 
displacement and stress fields at a point x of the linear elastic medium can be computed by means of the Green’s function Gij and its derivatives [31,79, 
86] 

ui(x) = − Gij,k(x)CjklmεT
lmΩ (A.8a)  

σij(x) = Cijkluk,l = CijklGlp,kqCpqrsεT
rsΩ (A.8b) 

1 A Python implementation can be provided on request to the corresponding author. 
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The closed-form expressions for the isotropic and anisotropic Green’s function are provided in the Appendix A.4 for the plane strain case. Ω is the 
volume around the solute undergoing the eigenstrain εT

ij , after full relaxation. Even though the physical size of Ω is arbitrary, Ωij = εT
ij Ω is a well-defined 

physical quantity, called misfit tensor, and can be expressed as a second rank tensor such that Ωii = ΔΩ is the misfit volume or relaxation volume. The 
properties of the misfit tensor depend on the type of alloying element (substitutional or interstitial solute). Due to symmetry considerations, Ωij is 
isotropic for substitutional solutes, while for interstitials it is anisotropic and associated to tetragonal lattice distortions. 

We now consider the elastic interaction between a solute and an external stress field. The source of the external stress field can be of any kind (e.g. 
dislocations, cracks, external forces, etc.) and the exact origin is irrelevant for the analysis. We follow the standard analysis [31,83–85] and consider a 
body occupying a volume V with no alloying elements, subject to external tractions TA applied over its boundary S. The enthalpy of the body is given 
by 

H1 =
1
2

∫

V
σij

Aϵij
AdV −

∫

S
Ti

Aui
AdS (A.9)  

where σij
A, ϵij

A and ui
A are the stress, strain, and displacement fields due to the applied tractions TA

i . The first term of the equation corresponds to the 
elastic energy stored in the volume V, and the second term is the work done by the applied tractions Ti

A on S. We now consider the insertion of an 
alloying element, represented as an inclusion of volume Ω having the same elastic modulus as the surrounding material, and undergoing an eigenstrain 
εT

ij due to local changes in the electron density. The enthalpy of the second system is 

H2 =
1
2

∫

V

(
σij

A + σij
)(

ϵij
A + ϵij − ϵij

T)dV

−

∫

S
Ti

A( ui
A + ui

)
dS + Ψ

(A.10)  

where σij, ϵij − ϵij
T and ui are the unknown stress, elastic strain and displacement fields, respectively, generated by the inclusion that undergoes the 

eigenstrain ϵT . In addition, Ψ represents the inelastic (chemical) contribution of the solute to the total energy. Equation (A.10) can be rearranged using 
integration by parts and Gauss’ theorem, yielding 

H2 =
1
2

∫

V
σij

Aϵij
AdV −

∫

S
Ti

Aui
AdS

−
1
2

∫

Ω
σijϵij

T dΩ −

∫

Ω
σij

Aεij
T dΩ + Ψ.

(A.11)  

Since the eigenstrain εij
T is constant inside the volume Ω, and εij

TΩ = Ωij is a well-defined physical quantity (misfit tensor), Eq. (A.11) can be further 
simplified to 

H2 =
1
2

∫

V
σij

Aϵij
AdV −

∫

S
Ti

Aui
AdS

−
1
2

σijΩij − σij
AΩij + Ψ.

(A.12)  

The enthalpy change under the action of an external stress of a solute atom inserted in the lattice is 

ΔH = H2 − H1 = −
1
2
σijΩij − σij

AΩij + Ψ (A.13)  

where the first term is the contribution to the elastic energy due to the solute itself, the second term is the interaction energy between the solute’s misfit 
and the external applied stress. When a dislocation is the source of the external stress field σd

ij (see Eq. (A.6)), the interaction energy is 

Eb = − σd
ijΩij (A.14)  

where both the stress tensor and the misfit tensor are expressed with respect to the same coordinate system. From a thermodynamic point of view, for a 
solute atom sitting at a position (x1, x2) with respect to the dislocation core, a positive interaction energy indicates a reduction in the total energy 
compared to the system in which the solute is far from the dislocation. Note, that the above expression can be simplified in the case of a substitutional 
solute (e.g. Si in α − Fe), leading to 

Eb = phΔΩ (A.15)  

in which ph = 1
3σii is the hydrostatic pressure due to the presence of a dislocation. With the known elastic properties of the Fe bcc lattice, and the 

interstitial misfit tensors computed ab-initio (see Section Appendix C), the set of equations (19), (23) and (A.14) is sufficient for the calculation of the 
dislocation density in martensite as a function of the interstitials concentration and temperature. 

A3. Fundamental elasticity matrix 

As pointed out in the main text, the solution for the dislocation stress and displacement field needs to satisfy the following eigenvalue equation 
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N
[

A
D

]

= p
[

A
D

]

(A.16) 

where N is the fundamental elasticity matrix  [87] defined as 

N =

[
N1 N2

N3 NT
1

]

(A.17)  

with 

N1 = − T− 1RT , (A.18a)  

N2 = T− 1, (A.18b)  

N3 = RT− 1RT − Q (A.18c)  

and 

Q =

⎡

⎢
⎢
⎣

C11 C16 C15

C16 C66 C56

C15 C56 C55

⎤

⎥
⎥
⎦, (A.19a)  

R =

⎡

⎢
⎢
⎣

C16 C12 C14

C66 C26 C46

C56 C25 C45

⎤

⎥
⎥
⎦, (A.19b)  

T =

⎡

⎢
⎢
⎣

C66 C26 C46

C26 C22 C24

C46 C24 C44

⎤

⎥
⎥
⎦. (A.19c) 

Cij in Eq. (A.19) are the components of the material stiffness tensor written in contracted (Voigt) notation. 
Complex matrices A = [a1, a2, a3] and D = [d1, d2,d3] are composed of eigenvectors a and d, respectively, which are normalized such that 

dT
α aβ + aT

α dβ = δαβ (A.20)  

where δαβ is Kronecker delta. 
The second rank Stroh tensor with anisotropic energy coefficients is calculated as 

H =
1
2

Re
(
iAD− 1) (A.21)  

A4. Green’s function in elastic medium 

Green’s function represents the displacement in direction i caused by a point force at x = 0 in direction m. For an isotopic material it can be 
expressed as 

gim =
1

16π(1 − ν)μ

[

(3 − 4ν) δim

X
+

xixm

X3

]

(A.22)  

where μ and ν are the shear modulus and Poisson’s ratio, respectively, δij is Kronecker delta, and X =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

x2
1 + x2

2 + x2
3

√

is the absolute distance between 
the point force and point of interest at a position x. The corresponding first and second derivatives of the Green’s function are 

gim,n =
1

16π(1 − ν)μ

[

− (3 − 4ν)δim
xn

X3

− 3
xixmxn

X5 +
δmnxi

X3 +
δinxm

X3

] (A.23)  

and 
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gim,nl =
1

16π(1 − ν)μX3

[

(3 − 4ν)(3qnqlδim − δimδnl)

− 3(qmqnδil + qiqnδml + qiqmδnl − 5qiqmqnql)

− 3(qiql + qmql) + δmnδil + δinδlm

]
(A.24) 

respectively, where qi = xi
X. In anisotropic elasticity, there is no closed form solution for 3D space. However, an elegant solution exists for 2D plane 

strain approximation (line force along x3) and it can be expressed as [82]: 

ui =
1
π Im

{
A< f (zα)>AT}f (A.25)  

for a displacement field and 

[σ11, σ21, σ31]
T
= −

1
π Im

{
DPΛAT}f (A.26a)  

[σ12, σ22, σ32]
T
=

1
π Im

{
DΛAT}f (A.26b)  

σ33 = −
1

S3333

∑

i,j∕=3
S33ijσij (A.26c)  

for a stress field, where f = [f1, f2, f3]T is the array of line forces along x3. 

Appendix B. Simulation of screw dislocation network along lath boundary 

We create a junction network by rotating two halves of a Bulk Fe supercell around the [110] axis by an appropriate twist angle (see Fig. 1d). We 
consider a twist rotation angle of 5.4∘ corresponding to a Σ451 grain boundary. Low angle twin grain boundaries, such as the one that we generated, 
are equivalent to networks of screw dislocations  [88]. It has also been seen experimentally that the misorientation between lath boundaries is usually 
low  [54,89]. The system is generated using the software aimsGB  [90] and ASE  [91], and its energy is minimized using the software LAMMPS  [92] 
with the interatomic potential developed in [93]. The interface structure is visualized and analyzed using OVITO dislocation analysis (DXA) [94–96]. 

Appendix C. C and N misfit tensors: DFT calculations 

All the calculations were done using Density functional theory (DFT) [97,98] and the Projector Augmented Wave (PAW) method [99–101] as 
implemented in the software ABINIT [102]. The Perdew-Burke-Ernzerhof [103] Generalised Gradient Approximation (PBE-GGA [104–107]) func-
tional was used. Pulay mixing of the density based on the seven previous iterations was used for the Self-Consistent-Field (SCF) cycle. A tolerance for 
the potential residual of 1.0 × 10− 10 was used for the convergence of the SCF cycle, while the tolerance for the convergence of the forces for structural 
optimizations was set to 5× 10− 5Eha− 1

0 . We used spin-polarized (collinear) calculations with separate and different wave functions for up and down 
spin electrons for each band and k point. A uniform grid of 6 × 6× 6 was employed, resulting in a total of 108 k-points. 520 bands and a cut-off energy 
of 20Eh were used. 

A supercell containing exclusively Fe atoms arranged in a bcc structure in a periodic orthogonal box was generated using the software ASE [91]. 
The system contains three bcc unit cells on each direction for a total of 54 Fe atoms. We will refer to this system as Fe54. Successive relaxations of the 
positions of the atoms and the cell geometry, using the algorithms fast inertial relaxation engine (FIRE)  [108] and Broyden-Fletcher-Goldfarb-Shanno 
(BFGS) were applied to the system to ensure equilibrium [109]. The lattice constant converged to 2.835Å consistent with other experimental and 
calculated values found in the literature [110–115]. 

The relaxed reference system was used as the base for the generation of two supplementary configurations containing an additional interstitial 
atom (C or N) in an octahedral position. We will refer to these two systems as Fe54C and Fe54N. The coordinates of the atoms of the newly generated 
systems were relaxed via the same procedure used previously for the reference system, but maintaining the volume of the box fixed. After relaxation of 
the atomic positions of the Fe54C and Fe54N systems, the stress tensor σij was extracted. The results are presented in Table C.2. 

Using the α − Fe DFT simulated stress tensor (C11 = 291.4GPa, C12 = 163.4GPa and C44 = 96.1GPa) we calculate the misfit tensor as [86] 

Ωij = − SijklσklV (C.1)  

where Sijkl is the bcc α − Fe compliance tensor and V is the volume of the system Fe54. Note that Sijkl and σij are both expressed in the cubic coordinate 
system. The solution to Eq. (C.1) is presented in Table 1. 
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